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Introduction

This Tech Note outlines Microsoft's CPU optimization strategy for Windows 7 and Windows Server 2008 R2, and how Wonderware
Application Server is affected.

It also contains guidelines for optimizing Wonderware Application Server performance on the relevant operating systems.

Application Versions

Wonderware Application Server 3.1 SP3

Wonderware InTouch 10.1 SP3

Wonderware Historian 10.0 SP1

Reduced Power Consumption Features

Microsoft has implemented CPU optimizations for saving power in newer operating systems, such as on Windows 7 (32 and 64-bit) and
Windows Server 2008 R2. The following statement is taken from the Microsoft Web site:

Windows Server 2008 introduced a 'balanced' power policy, which monitors the utilization level of the processors on the
server and dynamically adjusts the processor performance states to limit power to the needs of the workload. Windows
Server 2008 R2 enhances this power saving feature by adding Core Parking and expanding on power-oriented Group Policy
settings. Active Directory Domain Services Group Policy in Windows Server 2008 already gave administrators a certain
amount of control over power management on client PCs. These capabilities are enhanced in Windows Server 2008 R2 and
Windows® 7 to provide even more precise control in more deployment scenarios for even greater potential savings.

When the PC has a multi-core CPU, the balanced power feature can impact the performance of some Wonderware Application Server
operations, such as Galaxy Load and Galaxy Import operations. For example, the performance of those operations degrades on Windows
Server 2008 R2 for GR Load/Import operations, compared to the Windows Server 2008 64-bit operating system.

How to Run at High Performance

To obtain optimal performance, disable the power-saving/CPU-optimization features. Shell commands to disable the CPU optimizations
are described in a Microsoft document titled Performance Tuning Guidelines for Windows Server 2008 R2.

file:///C|/inetpub/wwwroot/t002494/T000792.htm
http://www.microsoft.com/windowsserver2008/en/us/top-reasons.aspx
http://download.microsoft.com/download/7/E/7/7E7662CF-CBEA-470B-A97E-CE7CE0D98DC2/Perf-tun-srv-R2.docx
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This document includes a section called Choosing Server Hardware: Performance Considerations, Tuning Processor Power
Management Parameters. The section describes the various tuning parameters for better performance. Excerpts from this Microsoft
document are included here and are shown in italics.

The following settings have shown performance improvement on Windows 7 and Windows Server 2008 R2.

Minimum and Maximum Processor Performance State

Processors change between performance states ("P-states") very quickly to match supply to demand, delivering performance
where necessary and saving power when possible. If your server has specific high-performance or minimum-power-
consumption requirements, you might consider configuring the Minimum or Maximum Processor Performance State parameter.

The values for both the Minimum and Maximum Processor Performance State parameters are expressed as a percentage of
maximum processor frequency, with a value in the range 0 – 100.

If your server requires low latency, invariant frequency, or high performance, you might not want the processors switching to
lower-performance states. For such a server, you can cap the minimum processor performance state at 100 percent by using
the following commands:

Powercfg -setacvalueindex scheme_current sub_processor 893dee8e-2bef-41e0-89c6-b55d0929964c 100
Powercfg -setactive scheme_current

If your server requires lower power consumption, you might want to cap the processor performance state at a percentage of
maximum. For example, you can restrict the processor to 75 percent of maximum by using the following commands:

Powercfg -setacvalueindex scheme_current sub_processor bc5038f7-23e0-4960-96da-33abaf5935ec 75
Powercfg -setactive scheme_current

Processor Performance Boost Policy

Intel Turbo Boost Technology is a feature that allows Intel processors to achieve additional performance when it is most
useful (that is, at high system loads). However, this feature increases CPU core power consumption, so we configure Turbo
Boost based on the power policy that is in use. Turbo Boost is enabled for High Performance power plans and disabled on
Balanced and Power Saver plans for the current generation of processors. For future processors, this default setting might
change depending on the power efficiency of such features. To use the Turbo Boost feature under the Balanced or Power
Saver plans, you must configure the Processor Performance Boost Policy parameter.

The Processor Performance Boost Policy is a percentage value from 0 to 100. The default value of this parameter is 35
percent on Balanced and Power Saver plans. Any value lower than 51 disables Turbo mode. To enable Turbo Mode, set this
value to 51 or higher.

The following commands set Processor Performance Boost Policy to 100 on the current power plan. Specify the policy by
using a GUID string, as shown below: 

Powercfg -setacvalueindex scheme_current sub_processor 45bcc044-d885-43e2-8605-ee0ec6e96b59 100
Powercfg -setactive scheme_current

Note that you must run the powercfg -setactive command to enable the new settings. You do not need to reboot the
server.

Processor Performance Core Parking Maximum and Minimum Cores
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Core parking is a new feature in Windows Server 2008 R2. The processor power management (PPM) engine and the
scheduler work together to dynamically adjust the number of cores that are running threads. The PPM engine chooses a
minimum number of cores on which threads will be scheduled. Cores that are chosen to be “parked” do not have any threads
scheduled on them and they can drop into a lower power state. The remaining set of “unparked” cores are responsible for
the entirety of the workload (with the exception of affinitized work or directed interrupts). Core parking can increase power
efficiency during lower usage periods on the server because parked cores can drop into a low-power state.

For most servers, the default core-parking behavior provides the optimum balance of throughput and power efficiency. If
your server has specific core-parking requirements, you can control the number of cores available to park by using either the
Processor Performance Core Parking Maximum Cores parameter or the Processor Performance Core Parking Minimum Cores
parameter in Windows Server 2008 R2.

The values for these parameters are percentages in the range 0–100. The Maximum Cores parameter controls the maximum
percentage of cores that can be unparked at any time, while the Minimum Cores parameter controls the minimum percentage
of cores that can be unparked. To turn off core parking, set the minimum cores parked to 100 percent by using the following
commands:

Powercfg -setacvalueindex scheme_current sub_processor bc5038f7-23e0-4960-96da-33abaf5935ec 100
Powercfg -setactive scheme_current

To reduce the number of schedulable cores to 50 percent of the maximum count, set the Maximum Cores parameter to 50
as follows:

Powercfg -setacvalueindex scheme_current sub_processor bc5038f7-23e0-4960-96da-33abaf5935ec 50
Powercfg -setactive scheme_current
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