
	 Although there are islands of au-
tomation supporting disparate ap-
plications today, utilities do not have 
comprehensive vis-
ibility of, and control 
over, their distribu-
tion systems. How-
ever, more intelligent 
devices, along with 
newer generations 
of communications 
technology, are creat-
ing new options for 
utilities and helping speed progress 
toward the realization of the broader 
vision. 
	 As a set of applications, DA in-
cludes many individual applications 
with their own specific communica-
tions needs. For instance, volt/VAR 
optimization is enabled by the abil-
ity to monitor, control and optimize 
voltage levels along distribution feed-
ers and to the consumer, resulting in 
energy-demand reductions and the 
optimized operation of the distribu-
tion infrastructure. Fault detection, 
isolation and recovery systems allow 
the grid to be reconfigured - in some 
cases, in real time - in order to miti-
gate or prevent outages. Monitoring 
capabilities that are extended to de-
vices such as transformers allows for 
more proactive - as well as reactive 
- strategies to optimize distribution-
system assets.
	 There is a range of devices to 
which automation and communica-
tion are being extended, including 

switches, reclosers and sectionalizers. 
In addition, there are many devices, 
such as transformers, that have never 
incorporated communications and 
are only now becoming economical 
to network on a wide scale.

DA communication requirements
	 Distribution systems are evolving 
from being merely a means for distrib-
uting electricity to having a growing 
and important role in delivering infor-
mation and communications among 
operators, participants, devices and 
applications. Accordingly, the com-
munications network that serves to 
interconnect these building blocks and 
transport information is a fundamen-
tal and foundational building block of 
this evolution. Therefore, the choice of 
communications technology is critical 
to the success of these applications.
	 The communications capabili-
ties that exist in utility distribution 
networks today are often limited in 
extent, tied to proprietary network 
architectures and lacking in the ad-
vanced capabilities needed to enable 
the DA applications of the future. 
However, there is a growing recog-
nition by utilities of the value that 
could be unlocked by having a perva-
sive, common communications net-
work that is based on open standards 
and Internet Protocol (IP), is reliable 
and secure, and has the performance 
characteristics and functionality to 
serve as the foundation for multiple 
utility applications.
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From a utility’s perspective, the 
primary business goal of distri-
bution automation (DA) is to 

achieve the ability to improve operat-
ing efficiencies, service reliability and 
service quality while simultaneously 
achieving energy efficiency and con-
servation goals. Although these goals 
and objectives are not new, develop-
ments in the broader environment 
are sharpening these motivations 
and driving utilities to invest further 
in DA.
	 The advent of electric vehicles and 
distributed generation creates a re-
quirement for the ability to actively 
manage loads, as well as to accom-
modate variable and intermittent 
generation sources, within a distri-
bution system that has traditionally 
only accommodated one-way flows 
of electricity. These stresses and chal-
lenges on the distribution infrastruc-
ture also bring into focus a utility 
infrastructure that is aging and, in 
many cases, in need of upgrades. 
	 Distribution automation can be 
considered both a set of applications 
and a suite of technologies that enable 
a utility to monitor, control, coordi-
nate and optimize the operation of 
the distribution system. It comprises 
devices with embedded intelligence 
and communications capabilities 
communicating over a network with 
application software at substations 
and in the utility’s data centers.
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	 The most relevant communica-
tions system requirements, specifically 
for DA, relate to performance (laten-
cy and system capacity), reliability, 
quality of service (QoS) and security. 
Standards-based interoperability of 
devices from multiple vendors, net-
work management capabilities, degree 
of utility control over the network, 
and system cost are additional con-
siderations that factor in to the choice 
of a communications technology.
	 Network performance character-
istics. The required level of network 
performance varies from application 
to application (see Table 1), but gen-
erally speaking, latency (or round-trip 
response time) and bandwidth (or 
communications link speed) are the 
most important metrics of network 
performance for DA applications. 
	 Some DA applications, such as 
transformer monitoring, are rela-
tively delay-tolerant and can accom-
modate latencies of several minutes. 
Outage detection using faulted cir-
cuit indicators require latencies mea-
sured in seconds. Other applications 
that require the control of switches, 
reclosers and sectionalizers (such 
as feeder reconfiguration), demand 
lower latencies, in the tens to hun-
dreds of milliseconds. Extremely fast 
switching and protection applications 
can require sub-cycle latencies (less 
than 17 milliseconds).
	 Communications link speed is not 
as important as latency, because most 
DA devices do not generate large 
quantities of data to be transported 
over a network. However, taken in 
aggregate, a network comprising tens 
of thousands or hundreds of thou-
sands of devices can require multiple 
megabytes per second of capacity 
over an area covered by a single sub-
station. In addition, there are newer 
applications requiring even higher 
bandwidths that have not been im-
plemented in the past because of net-
work limitations. 
	 Furthermore, utilities are begin-
ning to understand the value of 
building out a common communica-

tions infrastructure that can support 
multiple applications, including DA, 
advanced metering infrastructure 
(AMI), backhaul, substation security 
and mobile-workforce management. 
Accommodating all of these applica-
tions - many of which are extremely 
bandwidth-intensive - requires a net-
work that can scale to meet the high-
er aggregate-capacity requirements.
	 Reliability. Because many DA ap-
plications are mission-critical, they 
require a network that has very high 
levels of availability and survivability. 
Availability measures expected net-
work uptime under normal operating 
conditions, and is usually measured 
by a “number of nines” (e.g., “four 
nines” equates to 99.99% availability, 
or under an hour of downtime per 
year). Survivability is a measure of 
the network’s ability to withstand ex-
ceptional events (e.g., storms or hur-
ricanes) and continue operating.
	 Survivability is a function of un-
derlying radio technology charac-
teristics, as well as a function of the 
network and system architecture. For 
example, mesh architectures have high 
levels of availability and survivability 
and are capable of adapting routes, 
topology and transmission-link pa-
rameters in real time in response to 
changing network conditions. The 

communications network needs to 
be highly reliable, with backup power 
options, in order to continue operat-
ing even during power outages and to 
aid in service restoration.
	 QoS. DA comprises multiple appli-
cations with different delay toleranc-
es and bandwidth needs. Switching 
and protection applications require 
lower delays, typically measured in 
milliseconds, whereas some monitor-
ing applications can tolerate delays of 
several seconds. Some applications 
are “bursty” and can generate a lot 
more data traffic than others.
	 In addition, there may be other 
non-DA applications sharing the net-
work, such as AMI. Transporting da-
ta traffic from multiple applications 
over a shared network infrastructure 
requires built-in, application-level 
QoS mechanisms so that applications 
can be recognized and identified. In 
turn, applications can be assigned the 
appropriate priority levels within the 
transport layer, and delay-sensitive 
applications will be able to achieve 
predictable and low levels of latency.
	 Security. The security require-
ments for the monitoring and control 
of devices on the distribution grid are 
evolving, but they are generally more 
stringent, given the mission-critical 
nature of the applications and the de-

Table 1: Network Performance Requirements for DA Applications

Monitoring and 
Sensing

Conditioning 
and Control

Switching and 
Protection

Applications Asset monitoring•	
Power-quality •	

	 monitoring 
Predictive  •	

	 maintenance

Volt/VAR  •	
   optimization

Fault detection,  •	
	 isolation  
	 and recovery 

Feeder  •	
	 reconfiguration

Outage  •	
	 management

Grid Devices Transformers•	
Cap-bank neutral  •	

   current monitors
Voltage and  •	

   current sensors

Voltage  •	
   regulators

Capacitor-bank  •	
   controllers

FCIs•	

Switches•	
Reclosers•	
Sectionalizers•	
Breakers•	

Bandwidth Low•	 Low•	 Medium•	

Latency High (minutes)•	 Medium •	
   (seconds)

Low (tens of  •	
	 milliseconds)
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vices that are being controlled. There 
is also a growing awareness of cyber 
threats to critical-infrastructure con-
trol systems.
	 Although security has technical, 
organizational and operational as-
pects, the network itself needs to pro-
vide a number of security controls, 
including authentication and autho-
rization of devices and users, network 
access control, protection of criti-
cal data during transmission, traf-
fic segmentation across applications, 
configuration change logs and audit 
trails. There are a number of appli-
cable security standards (including 
North American Electric Reliability 
Corp. Critical Infrastructure Protec-
tion standards, Federal Information 
Processing Standard 140-2 and the 
distribution management profile cre-
ated by the Advanced Security Ac-
celeration Project - Smart Grid) that 
will apply to DA devices and applica-
tions, as well as to the communica-
tions links among them.
	 Proprietary and non-interoperable 
communications technologies and 
equipment have hindered the adop-
tion and integration of multi-vendor 
systems. However, a set of commu-
nications standards that meet util-
ity requirements for DA and other 

applications is now available. Using 
IEEE open standards such as 802.11, 
802.16 and 802.3 Ethernet at the link 
layer can simplify device and ap-
plication integration while offering 
orders-of-magnitude higher levels of 
performance than older, narrowband 
technologies. 
	 DA communications have his-
torically been based on industrial 
protocols such as DNP3 and on 
utility-developed supervisory control 
and data acquisition applications. At 
the network and higher layers, there 
is growing adoption of communica-
tions end points that support Eth-
ernet interfaces and the IP protocol 
suite, as well as standardized pro-
tocols such as IEC 61850. However, 
legacy, non-IP devices will continue 
to play a role and must be accom-
modated within the communications 
network paradigm through the use of 
protocol adapters, if needed.
	 Large-scale utility deployments 
will include hundreds of thousands of 
DA and communications end points 
that will be networked. As these end 
points migrate to IP, utilities will en-
counter a number of opportunities. 
For instance, the end points will be-
come individually addressable and 
“pingable” over the network, thereby 

enabling the extension of network-
management functions to the devices. 
These functions include device-status 
monitoring; remote batch adminis-
tration of configuration settings and 
security policies; over-the-air soft-
ware upgrades and security fixes; and 
network-performance monitoring. 

Wireless technologies
	 There are a number of commu-
nications technologies that utilities 
have used over the years to commu-
nicate with assets on the distribution 
system, and there are now several 
newer technologies available that of-
fer more powerful capabilities. Some 
of the more common communica-
tions technologies in use by utilities 
include power-line carriers, leased 
lines, fiber-optics, licensed and un-
licensed microwave radio systems, 
point-to-point and point-to-multi-
point (PTMP) wireless links, cellular 
radios and private radio-frequency 
mesh networks.
	 Although hard-wired communica-
tions links - such as leased lines or 
fiber-optic links - are desirable, they 
are sometimes not economical, espe-
cially when there is a large and grow-
ing number of devices that require 
connectivity. Wireless communica-
tion represents an attractive alter-
native for cost-effectively extending 
communications over long distances 
and to a wide array of devices. 
	 There are a number of competing 
wireless technologies and architec-
tures for delivering wide-area con-
nectivity out to DA devices, and each 
has different performance charac-
teristics, economics and applicabil-
ity to DA applications. In comparing 
these technology choices, it is helpful 
(at the risk of oversimplification) to 
group them into three major catego-
ries: private narrowband radio sys-
tems, standards-based private mesh 
systems, and public-carrier cellular 
networks (see Table 2).
	 Examples of  private narrow-
band radio systems include point-
to-point and PTMP licensed or 

Table 2: Comparison of Wireless Technologies for DA

Private  
Narrowband 
Radio Systems

Public-Carrier  
Cellular  
Networks

Private Mesh 
Systems

Latency 100s-1000s of 
ms

100s-1000s of ms 10-100 ms

Capacity 0.01-0.1 Mbps 0.1-10 Mbps 1-100 Mbps

Security Medium Medium-High High

Reliability Medium Medium High

QoS Limited Limited Yes

Standards-Based 
Interoperability

Proprietary Yes (GPRS, GSM, 
EDGE, 1xRTT, EV-
DO, HSPA, LTE)

Yes 
(802.11/802.16 
and IP)

Manageability Limited Very limited Enterprise-class

Control Utility owns and 
operates

Carrier owns and 
operates

Utility owns and 
operates
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unlicensed microwave radio links, 
neighborhood-area AMI mesh net-
works and tower-based licensed radio 
systems. In general, they use vendor-
proprietary radio communications 
technology and do not offer native 
IP support, although some efforts 
toward technology standardization 
(such as IEEE 802.15.4g) are under 
way. These legacy radio systems gen-
erally offer speeds of up to hundreds 
of kilobytes per second and laten-
cies of hundreds of milliseconds and 
higher) and a limited degree of QoS 
and security. 
	 Standards-based private mesh sys-
tems have come to market within 
the last decade, and they are typi-
cally based on IEEE 802.11 or 802.16 
standards and support the IP suite. 
The 802.11 networks are common-
ly based on a self-organizing mesh 
architecture, with routers deployed 
on utility poles, buildings or sub-
stations. Conversely, 802.16-based 
systems follow a PTMP architec-
ture, with a base station at a com-
munications tower communicating 
with multiple subscriber units. Also, 
802.11 systems usually operate in an 
unlicensed spectrum (2.4 GHz and 5 
GHz), while 802.16 systems typically 
operate in unlicensed (e.g., 5.4 GHz), 
lightly licensed (e.g., 3.65 GHz) or 
licensed spectrum bands.
	 Both kinds of  private mesh 
systems offer higher levels of 
performance (multi-megabytes-per-
second link speeds and latencies as 
low as a few milliseconds). They 
both also offer native IP support and 
standards-based QoS and security 
mechanisms. Many of these systems 
can provide enterprise-class network-
management capabilities and serve 
as complementary architectures for 
multiple utility systems.
	 Cellular networks are owned and 
operated by wireless carriers, and they 
offer a different economic model for 
end-point connectivity that is based 
on recurring costs for a service offer-
ing. Multiple generations of cellular 
technology have been deployed by the 

carriers and are encountered in the 
field, from first-generation analog cel-
lular to 3G networks. The next gen-
eration of 4G networks are beginning 
to be rolled out by major carriers and 
will offer higher levels of performance.
	 These networks have throughputs 
of up to a few megabytes per second 
and latencies in the range of hun-
dreds of milliseconds. They conform 
to cellular-industry standards, and 
multiple vendors provide commu-

nications end points. In general, the 
public carrier model provides a lower 
degree of visibility, control, security 
and manageability for DA than a pri-
vate, utility-owned network can pro-
vide. There are also concerns about 
the levels of availability, survivabil-
ity and QoS achievable over cellular 
networks that have been designed 
primarily to support mobile operator 
business models.

Evolution of DA comm
	 Although utilities have been ex-
tending automation out into the dis-
tribution system for decades now, 
this push has been accelerating and 
intensifying in the last few years, 
driven partly by advances in comput-
ing and telecommunications.
	 As Moore’s Law continues to drive 
down the cost of computing, pro-
cessing has extended steadily further 
and deeper into the grid, enabling 
distributed intelligence at the level of 
devices such as switches and reclos-
ers. Newer generations of DA devices 
increasingly support standard inter-
faces and protocols, making it easier 
to integrate them with communica-
tions. At the same time, advances in 
communications are lowering the 
delivery cost per bit and making it 
economical to extend connectivity 
out to more end points, as well as to 

new categories of networked devices 
(such as transformers and capaci-
tor banks) that have traditionally not 
been connected to a communications 
network.
	 The availability of real-time two-
way communications technologies, 
in conjunction with increased com-
putational capabilities, supports new 
DA functions - including real-time 
monitoring, coordination and con-
trol, and various distributed protec-

tion schemes - in addition to local 
automation. This combination of 
trends is helping utilities extend au-
tomation from the substations out 
to multiple kinds of devices out on 
feeders while enabling more sophis-
ticated applications and functionality 
within the network.
	 Over time, as communications 
technologies advance and the costs 
of processing and communications 
continue to decline, it is possible to 
envision a future where each device 
on the power-distribution system is 
equipped with distributed software 
intelligence, as well as advanced 
communications capabilities, and is 
part of a unified network for power 
and information exchange. Although 
this vision is still far from reality, 
it represents a logical goal for DA: 
enabling a grid that is smarter, more 
reliable and more efficient than it is 
today. 

The most relevant communications system  
requirements relate to performance reliability, 
quality of service and security.
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